P ——

CONCEPTS FOR A REAL-TIME SENSORY~INTERACTIVE

CONTROL SYSTEM ARCHITECTURE

Anthony J. Barbera, M. L. Pitzgerald, and J. S. Albus

Industrial Systems Division, National Bureau of Standards
Washington, D. C. 20234

Abstract

This paper describes concepts used in defin-
ing an architecture for a real-time sensory-
interactive control system. These concepts were
arrived at from testing and evaluating differeat
control system strategies at the National Buresu
of Standards. A hierarchical task decomposition
architecture has been used to structure the com=
plex information processing for real-time sensory
interactive robot control in a manageable form.
This structure consists of a number of generic
control levels. The task of a generic control
level is to sample its input state and generate
an appropriate response output state which results
in a partial decompostion of its task command.
Sensory feedback is provided by a processing
structure of modules that are coupled with the
appropriate control levels. The requirement that
the system must be designed for ease of human
comprehension has lead to an implementation ® using
a state-table processing structure. Real-time
response results from a multiple processor imple-
mentation using synchronized communications
through & common memory.

Introduction

A control system must decide on the actions
necessary to accomplish a goal according to rules
which have been previously programmed. In addi-
tion, there must be a way of measuring the en-
vironment so that the actions can be modified to
engure that the goal is accomplished even though
the environment is changing. Background informa-
tion of control systems may be obtained in (1).
(Figure 1)

Real-time gensory-interactive control must
decide the output actions based on both the com-
mand goal and the sensory data that measures the
state of the environment. In additiomn, the
results must be output in a short enough time to
ensure an effective and stable response.

Due to the complexity of real-time sensory-
interactive control, the system must be struc-
tured in its design and implementation to keep it
comprehensible. The structure must take into con-
sideration human limitations in the management of
information (2), These limitations relate to the
apparent. inability of people to easily manage more
than seven pieces of information at any time (3).
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To deal with this limitation, the system is struc-
tured into well organized interconnected groups of
component parts, each processing a small set of
information and each having clearly defined inter-
faces. This modularization of the system gives
the designer a clear understanding of the system
at any level of detail. This clarity enmhances the
designer's ability to efficiently implement a sys-
tem that is correct, accomplishes the designer's
intent, and is easy to maintain and extend. The
applicability of this technique is evidenced in
the widespread use of structured programming
(4,5,6).
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Figure 1: CONTROL SYSTEM INPUTS AND OUTPUTS

A Control Structure

To accomplish complete control for a complex
system through one level of processing results in
a degree of complexity that is very difficult for
people to understand. The first step in the sim~
plification of the processing is to partition the
system into two major component modules - sensory
processing and control decision. This section
describes the control decision module while the
following section will show how the sensory pro-
cessing module can be linked with the control de-
cision module. (Figure 2)
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Figure 2: TWO MAJOR CONTROL SYSTEM MODULES

The control decision module can be decomposed
into a number of simpler control levels. Each
level represents a well-defined clearly bounded
control function with a small number of inputs and
a limited set of outputs. As a result of this
modularigation, the designer only deals with sub-
sets of the total information processing at each
stage in the implementation. The amounts of in-
formation that are handled are always kept within
the limits of comprehension and thus the chance of

programming errors is reduced. (Figure 3)
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Figure 3: CONTROL-DECISION MODULARIZATION

The concurrent operation of these control
levels provider a stepwise decomposition of high
level tasks into successively simpler and simpler
component subtasks. By only requiring each level
to decompose the task a little further into the
next lower set of subtasks, it is relatively sim-
ple to comprehend and manage the control function

of each level.
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The use of a multi-leve! control system re-
quires an additional type of feedback to each lev-
el. This is status information f-om the lavel
below reporting how well the command to that lower
level is being carried out. Thus, each level will
send status to the level above and receive status
from the level below. (Figure 4)
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Figure 4: STATUS FEEDBACK

The designer determines the function that
each level of the control system should perform by
studying a logical flow of control and information
processing through a number of example task decom-
positions. This procedure results in the specifi-
cation of both the functions of the control levels
and the information, structure and data format of
their interfaces. (Figure 5)

A control decision level can be represented
by a generic control structure. This structure
performs a partial decomposition of an input com=-
mand into a set of simpler commands. At each in-
stant, the particular output (command and status)
will be determined by the input command and the
feedback data processed to abstract data about the
state of the environment relevant to this level.
The output command becomes the input command to
the next lower level. Each of these levels of

control receives an input command and uses real-~
time feedback data, both sensory and status to
generate an output command and status that is a
function of this input data. (Figure 6)
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To summarize, the control decision module has
been structured as a number of simple control de-
cision levels with well defined inputs and out-
puts. These levels decompose a task into simpler
and simpler subtasks. In the case of robot con-
trol, the outputs at the bottom level are the
drive signals to the actuators of the robot. Each
level has a nparrowly defined control capability
that results in a clear identification of the type
of sensory processing required at each level, the
type of status feedback necessary, and the kind of
output commands and status reporting that should
be generated.

Coupling Sensory Data with the Control Structure

Because of the decomposition performed by the
multi-level control structure described above,
each level has different requirements as to the

type and level of processed sensory data that is

needed for its particular decision meking process.
The control structure, therefore, helps to deter-
mine what information must be supplied by the
sensory processing structure for each control lev-
el to decide its next output.

A structure that associates a corresponding
level in a sensory processing hierarchy with each
level in the control structure will enable the
system to provide data relevant to the decision
making process at each of those levels. Raw senso-
ry data goes through a processing system that
abstracts the required information to be wused in
the decisions that are made at each level of the
control decision module. In general, the higher
levels of control require more highly processed
sensory data.

This sensory data can also include informa-
tion from sensor systems that might detect error
or ewergency situations. Because of the well del-
ineated levels of control, it is easy for the
designer to determine at which level that informa-

" tion should be handled to provide the proper

corrective action within the critical response
time.

This sensory-interactive control architec-
ture, therefore, consists of linked control deci-
sion and sensory processing structures (7). In
the control decision structure, a set of control
decision levels perform a hierarchical task decom-
position based on feedback from the sensory pro-
cessing structure. This sensory processing struc-
ture is a corresponding set of levels that in-
teract with the control levels to provide the de-
gree of processed sensory data necessary for
that particular control level to make the deci-
sions required. (Figure 7)

In summary, the basic control decision level
generates three types of outputs as a function of
three types of inputs. The inputs are: 1) an in-
put command task, 2) sensory processing data from
the corresponding sensory processing level, and
3) status information from the control decision
level below. As a result of these inputs, the con-
trol decision level will generate the following



outputs: 1) & contro! command to the level
below, 2) a statu: report to the next level
above, and 3) a request to the corresponding sen-
sory processing level to indicate what type of
sensory information is required at.this time.
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Figure 7: SENSORY-CONTROL INTERACTION

State-Table Implementation

Sengory-interactive control must generate am
output that is a function of its entire input
state. An important aspect of this concept is that
the entire input state, not just some subset of
the input state, must be evaluated for each out-
put. In order to implement a system that accom~
plishes this while remaining comprehensible, the
system has been structured so that each control
level is a state-table process where all of the
inputs are sampled each time an output is to be
generated.

Each level wmust also include an internal
state variable that effectively encodes the his-
tory of how the process arrived at the present
condition. It is the internal memory of the pro-
cess and stores the contextual information neces-
sary to allow the system to step through a se-
quence of actions. (Figure 8)
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Figure 8: STATE-TABLE INPUS AND OUTPUTS

The implementation of this hierarchical task
decomposition control system configures each of
the control decision levels as a state-~table func-
tion generator. The input state is defined by the
data that encode the input command, the processed
sensory information, the status from lower levels
and the internal state values., These input values
are compared with preprogrammed sets of possible
input conditions. If a match is made, then the
corresponding output procedures are executed. The
output values generated are the output command to
the lower level, the request for sensory process-<
ing, the status report to the next higher level
and the next internal state value. (Figure 9)
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Figure 9: STATE~TABLE IMPLEMENTATION

The table-like structure illustrated becomes
the format into which a programming system can
translate a robot task description (3,8). Each
line of the table essentially represents a produc-
tion rule of the type IF "this input condition"
THEN “generate this output.” It is a straight for-
ward conversion into this table format from a
representation of a task description written in an
English~like procedural programming language.




This table format also provides the additional
benefit of simplfying the modification or exten-
sion of the programming at each level. Each line
of the table is a description of an input state
and its corresponding response. Thus, each line
in the table acts like an individual function or
subroutine. Adding new routines to handle new
conditions is accomplished by inserting new lines
into the table and does not alter the operation of
the previously entered lines.

Communication Mechanisms

The real-time aspect of control is based on
the concept of producing a response to changes in
input data (input state) in a appropriate time
period so that this response is effective. If a
control cycle (in which an input state is sampled
and an output response generated) is repeated at a
sufficiently fast rate, the system will provide
continuous control in real-time.

In real-time robot control, the amount of
computation, in general, is greater that can be
completed on a singie computer within the neces-

sary time period for effective responsive
behavior. For this reason, a multi-processor im-
plementation is used to provide additional compu-

tational capacity (9). The multi-~level control
system lends itself readily to implementation on a
multi-processor system. Each of the levels of the
control system can execute independently on a
separate processor. The inputs to a level - the
command, status, and feedback data - can be read
in from common memory buffers. The processor then
computes the function of that level and the
corresponding outputs can be written to common
memory buffers that are available to the other
processors (levels). An initial configuration has
been designed that consists of several microcom-
puters connected through a common bus structure to
a common memory. (Figure 10)
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Figure 10: MULTIPLE-PROCESSOR STRUCTURE

the complexities of multi-
processor interactions, a common memory buffer
communication structure has been used. All data
is written into and read from the common memory
buffers. The addition or deletion of processes is

To simplify
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also esimplified. This indirect common memory com-
munications link between processors allows the
development of each process in isolation by sup-
plying appropriate test values to the proper input
common buffers for that particular process. In-
tegration of the tested processes is accomplished
by assigning the appropriate common buffers to the
processes.

Real~time behavior requires the continuous
repetition of the control cycle that samples in-
puts and generates outputs. This cyclic process-
ing is realized through the use of a periodic syn-
chronization pulse that defines the start of the
control ecycle, Within this cycle, each process
will sample its input state and generate the ap-
propriate output response. Each of these cycles
is divided into a read portion and a write por-
tion. During the first half of a cycle, each pro-
cessor reads data from the common memory buffers.
After computations and during the write portion of
the cycle, the results can be written to common
memory. This ensures that no data will be
overuritten while another processor is reading
that buffer. Only one processor is programmed to
update any particular data buffer in common
memory. If a process takes longer than one com-
wunication cycle, it waits until the write half

period of the next cycle before writing its
results to common memory. (Figure 11)
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Figure 11: PROCESSING TIMING STRUCTURE

All buffers are tagged with a number that in-
dicates the cycle in which they were written so
that any process determines how current its input
data is by checking this number against the
current cycle number. This technique allows pro-
cessors to verify that they are executing with
current data and also provides a check of the sys-
tem. If a buffer has not been updated within a
specified number of control cycles, the processor
reading that buffer can report this information,
and appropriate action can then be taken. (Figure
12)

This multiprocessor communications structure
directly supports the state-table processing by
providing an input-compute-output repetitive cy-
cling with a short enough time period to generate
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Figure 12: COMMON MEMORY COMMUNICAION

effective responses. This structure also provides
many power ful debugging capabilities by the fact
that the synchronized commmication maintains in
common memory a map of all the important variables
at each instant. These variables are available to
independent diagnostic processes that can monitor
the performance of the system in real-time. Capa-
bilities for real-time trace and breakpoint
mechanisms are possible as well as the ability to
examine common memory while single stepping the
execution of the parallel processes by controlling
the synchronization pulse.

Summary

The above discussion has treated the design
of an architecture for a real-time sensory-
interactive control system. Concepts from the
areas of real-time control and complex system
design were brought together to shape and guide
this design.

Complex System Design Concepts

1) All systems must be designed to meet the
human limitation of not being able to handle more
than seven pieces of information at & time.

2) Systems are structured to account for this
limitation by modularization into well-bounded,
functionally independent components, each of which
processes not more than a few pieces of informa-
tion.

3) Further reductions in complexity are ob-
tained by the use of generic processing struc-
tures.

Real-Time Control Concepts

1) A control system produces output actions
that are a function of both its input command and
feedback.

2) A sampled control system must generate an
output within a task dependent time period after
the occurrence of an event in order to provide an
effective response.

3) Each response of the control system must
be a function of the entire input state.
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Tae application of complex system design con-
cepts to those for real~time sensory-interactive
control lead to the following:

1) Modularization of the system into indepen-
dent components which clearly delineates the func-
tion and responsibility of each component.

2) Definition of generic control structures
(generic control levels.)

3) Use of multiple processor architecture to
provide sufficient processing for time critical
responses.

4) Use of synchronized, common memory coumun-
ications for continuous real-time response and
clarity of understanding of multiple processor in-
teractions.

5) Use of state-table processing for ease of
control function specification, clarity and pro-
grammability.
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